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Hard turning is one of the most used machining processes in industrial applications. This paper researches critical aspects that influence the 
machining process of AISI 4140 to develop a prediction model for the resultant machining force-induced during AISI 4140 hard turning, based 
on finite element (FE) modelling. A total of 27 turning simulation runs were carried out in order to investigate the relationship between three 
key parameters (cutting speed, feed rate, and depth of cut) and their effect on machining force components. The acquired numerical results 
were compared to experimental ones for verification purposes. Additionally, a mathematical model was established according to statistical 
methodologies such as the response surface methodology (RSM) and the analysis of variance (ANOVA). The plurality of the simulations yielded 
results in high conformity with the experimental values of the main machining force and its components. Specifically, the resultant cutting 
force agreement exceeded 90 % in many tests. Moreover, the verification of the adequacy of the statistical model led to an accuracy of 8.8 %.
Keywords: AISI 4140 turning, machining forces, 3-dimensional finite element modelling, response surface methodology

Highlights
•	 A 3D FE model has been established for the hard turning of AISI 4140.
•	 In addition, a statistically based prediction model for the resultant machining force has been developed.
•	 Through RSM and ANOVA, the effect of the cutting parameters on the machining force components and their relationship were 

investigated.
•	 The numerical results were in complete accordance with the experimental ones; the relative error was estimated within the 

range of -10 % to 12 % for most of the cases.
•	 The prediction model offered an accuracy of 8.8 %.

Similar studies have been conducted to examine the 
generated chip morphology and cutting forces via 2D 
modelling for homologous materials [10] to [12], but 
this model has several restrictions that limit its field 
of application. In contrast, the constant advancement 
of computational resources resulted in the emergence 
of 3D modelling, which does not have the limitations 
of 2D models. Therefore, FE modelling in three 
dimensions can help researchers to study several 
aspects of machining at a greater extent. Tool wear 
analysis and temperature distribution on the cutting 
tip of tools has been studied extensively [13] to 
[15], as well as the prediction of the cutting forces 
and residual stresses, and the optimization of the 
machining conditions [16] to [18]. Three-dimensional 
modelling is also used for investigation purposes 
on the turning of hardened steels; in most cases, the 
results are experimentally validated. Guo and Liu 
[19] established a geometric model and a general 
practical, explicit 3D FE model to analyse the hard 
turning of AISI 52100; the model predictions provide 
reasonable accuracy for several cutting results. Later, 
Özel et al. [20] utilized 3D FE modelling to predict 
chip formation, forces, temperatures, and tool wear 
during hard turning of AISI 4130 with polycrystalline 

0  INTRODUCTION

Hard turning is a cost-effective machining operation 
since it can reduce finish grinding of parts and, in 
some cases, eliminate it. The term “hard turning” 
refers to the turning operation of hardened steel with 
hardness between 58 and 62 HRC [1]. Additionally, 
hardened steel is an essential work material in 
industrial applications. Therefore, many researchers 
developed an increased interest in the investigation 
of hard turning and similar machining processes [2] to 
[6]. One of the latest advances in machining studies 
is the implementation of the finite element method 
(FEM) with the aid of specialized software.

In recent years, the 2D orthogonal cutting 
finite element (FE) model have proved to be a 
valuable tool for many researchers. Klocke et al. [7] 
simulated the high-speed orthogonal turning of AISI 
1045 steel using commercial software. Yen et al. [8] 
developed a methodology to predict the tool wear 
evolution and tool life in orthogonal cutting using 
FEM simulations. Arrazola et al. [9] employed a 
2D FE model with the use of arbitrary Langrangian 
Eulerian (ALE) formulation for prediction purposes 
of the serrated chip during AISI 4140 machining. 
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cubic boron nitride (PcBN) tools. Lian et al. [21] 
proposed a structural model for soft/hard composite-
coated textured (SHCCT) tools and confirmed it 
with a three-dimensional numerical simulation. 
The proposed model was applied to AISI 1045 hard 
turning and was analysed via orthogonal experiments 
for different coating thickness, material, and ratios of 
the soft/hard coatings. Magalhães et al. [22] aimed to 
provide a better understanding of the mechanical and 
thermal loads involved in cutting, with respect to the 
variation of the tool’s edge discretization. To do so, 
they prepared numerical simulations of AISI 5115 
steel hard turning using finite element analysis (FEA).

The advent of more advanced inserts, such 
as PcBN, polycrystalline diamond (PCD), chemical 
vapour deposition (CVD) and ceramics, lead to 
more efficient machining and overall to better 
quality finished parts. In particular, ceramic tools are 
preferred when machining hardened steels; therefore, 
the analysis of hard turning with ceramics and the 
effects of various conditions is a research area that 
can benefit from the implementation of FEM. Hu 
and Huang [1] and [14] researched the influence of 
tool shape and cutting angles on the contact stresses, 
sliding speed, and temperature with the aid of 3D 
FEM and experimental testing; they also established 
a new type of tool life model for nano-ceramic tools, 
which includes several parameters. Moreover, they 
studied the effects of cutting speed on the high-speed 
turning of AISI 1013 with ceramics by using similar 
methodologies. 

An adequate number of solely experimental 
research studies can be found in the literature, 
related to the hard turning of steel; however, the 
implementation of FEM in such studies remains 
limited, especially during the investigation of the 
modern standardized turning inserts. In the present 
paper, the components of the turning force-induced 
during the hard turning of AISI 4140 is examined 
with respect to several combinations of cutting speed, 
feed, and depth of cut. The study has been carried out 
with the aid of a commercially available finite model 
analysis (FEA) software (DEFORM3D™). In addition 
to the established FE model, a prediction model for 
the main machining force based on statistical methods 
has been developed. Furthermore, both the FE model 
and the statistical prediction model were validated via 
comparison with equivalent experimental results that 
are available in the literature [23].

1  METHODOLOGIES

1.1  Experimental Layout

The experimental values [23] used in this study 
were acquired with the aid of a three-component 
dynamometer, (Kistler 9257B) and a standard 
data acquisition system which includes a charge 
amplifier, a data acquisition card (A/D2855A3), and 
the appropriate software (DynoWare 2825A1-1). 
The turning experiments were performed with the 
aid of a universal lathe type SN 40C and the tool-
holder PCBNR2525M12. The chemical composition 
of the material being studied (AISI 4140) in wt%, 
is as follows: C 0.43, Mn 0.79, Si 0.24, S 0.024, Cu 
0.025, Al 0.029, Ti 0.004, Nb 0.001, Ni 0.022, Cr 
1.10, Mo 0.19, Va 0.005, Sn 0.002, and Fe in balance. 
In addition, the chemical composition of the used 
ceramic tool (CNGA120408) is 70 % Al2O3 and 30 
% TiC.

1.2  CAD-Based Layout

A CAD-based setup of the turning experiments was 
realized in SolidWorks™ 2018 in order to acquire 
an overview of the process and extract the necessary 
information that was used to build a simplified 3D 
FE model. The tool of this study is comprised of a 
tool-holder and a conventional turning insert with 
ISO designation numbers PCBNR2525M12 and 
CNGA120408, respectively. A cylindrical bar with 
a diameter of 72 mm served as the workpiece. In 
addition, the selected material for the workpiece is 
AISI 4140 steel, whereas the insert is an uncoated 
ceramic. The angles related to the cutting process are 
from the tool-holder and insert geometry. Hence, the 
lead angle is 75°, and both the rake and inclination 
angle are negative with a value of −6°.

Fig. 1a depicts a schematic of the tool-workpiece 
setup along the machining forces: Ft stands for the 
tangential force, Fr is the radial force, and finally Fa 
is the developed feed force. In contrast, Fig. 1b shows 
the most important dimensions of the insert. The 
CNGA-ceramic family are 80° rhombic inserts used 
for machining hardened steel.

The cutting conditions applied in the present 
research include three levels of cutting speed (80 m/
min, 115 m/min, 150 m/min), feed (0.08 mm/rev, 
0.11 mm/rev, 0.14 mm/rev) and depth of cut (0.10 
mm, 0.20 mm, 0.30 mm). Thus, the total number of 
simulation tests that were carried out, based on the 
unique factor level combinations, is twenty-seven. 
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Table 1 summarizes the factors, and their levels that 
are found in the present study.

Table 1.  Process conditions of the turning FE model

Level Vc  [m/min] f  [mm/rev] ap [mm]
I 80 0.08 0.10
II 115 0.11 0.20
III 150 0.14 0.30

1.3  3D FE Model Setup

Commercially available FEA software was used 
(DEFORM3D™ ver. 12) to perform the simulation 
tests of the 3D turning process without making any 
assumptions that are associated with the orthogonal 
cutting conditions [24]. The tests were performed on 
a desktop PC with six-core CPU 3.60 GHz, 16 GB 
RAM and SSD technology hard drive. With the given 
specifications, the completion time for the simulations 
with a feed value of 0.14 mm/rev, 0.11 mm/rev and 
0.08 mm/rev was about 6 hours, 10 hours and 18 
hours accordingly. This difference in time is due to the 
fact that the mesh size of the workpiece varied from 
test to test. 

In order to achieve the aforementioned reasonable 
simulation times, an effort to simplify the problem 
was made. For example, only a small area of the 
workpiece was used, instead of the entire cylindrical 
model. Specifically, the workpiece was converted to a 
circular arc with a diameter of 72 mm and an angle of 
45° (Fig. 2a). In addition, the workpiece was generated 
with an already cut surface based on the depth of cut 

(Fig. 2c). The specified geometry constitutes the 
analysis domain of the problem.

1.3.1  Tool – Workpiece Interface Definition

Both the model of the insert and the model of the 
simplified workpiece were designed in SolidWorks™. 
The first was designed according to the ISO 13399 (see 
Fig. 1b), whereas the latter was designed with respect 
to the depth of cut, the corner radius of the tool and 
the diameter of the cylindrical steel bar. Both models 
were saved in STL file format and then imported to 
the analysis software for the development of the FE 
model. The tool was modelled as rigid and meshed 
with approximately 50,000 tetrahedral elements. 
Moreover, the mesh was refined locally by applying 
a size ratio of 4:1 close to the cutting tip, as shown in 
Fig. 2b, because this area of the insert is in contact with 
the uncut surface of the workpiece. the workpiece was 
modelled to have plastic behaviour, and its mesh size 
varied between roughly 90,000 and 140,000 elements. 
This variance occurred due to the size of the minimum 
triangular element which depends on the value of 
feed; the size of the minimum element was fixed to 25 
% of the feed for all cases [24]. Additionally, a more 
dense mesh with a size ratio of 7:1 was applied to the 
section of the workpiece where contact with the tool is 
present. Fig. 2c illustrates the section of the workpiece 
and the formation of the mesh.

Since chip formation in turning is a process 
in which large deformations, strains and high 
temperatures develop, an adaptive remeshing method 
was implemented. The used method involves local 

Fig. 1.  CAD models of a) the cylindrical workpiece, and b) the CNGA120408 insert
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remeshing with the default interference depth, strain 
and strain rate distribution so that more elements 
can be generated in the area of interest. The goal of 
the implementation of this method is to improve the 
simulation time and the geometry of the formed chip.

Next, the necessary boundary conditions were 
defined. The workpiece was fixed so that the velocity 
of the nodes in X and Z axis was equal to zero, as 
shown in Fig. 2a. The tool was also allowed to follow 
the trajectory as dictated by the cutting direction (Fig. 
2a). Furthermore, the boundary conditions for the 
heat exchange with the environment were attributed 
to all surfaces of the workpiece. The default values 
of heat transfer coefficient for both convection and 
conduction were used. According to DEFORM3D™ 
manual [24], the default value for the heat transfer 
coefficient via convection is 0.02 N/(s×mm×°C) for 
dry cutting and via conduction is 45 N/(s×mm×°C).

1.3.2  Tool–Workpiece Material Modelling

In this study, the material modelling for the hard-
turning of AISI 4140 was realized with the Johnson-
Cook plasticity model, which is widely used to 
approximate machining processes that are followed 
by large deformations and high temperatures. The 
relationship between the constitutive parameters is 
described by Eq. (1) [18].
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In the given equation, σ denotes the equivalent 
stress, A is the initial yield stress, B is the strain 
hardening modulus, C is the strain rate dependence 
coefficient, ε is the plastic strain, n is the strain 
hardening exponent, m is the thermal softening 
coefficient,  is the plastic strain rate, whereas  is 
the reference plastic strain rate, T is the reference 
temperature, T0 is the ambient temperature, and 
finally Tm is the melting temperature of the workpiece 
material. The most important thermo-mechanical 
properties of AISI 4140 and ceramic tool material are 
presented in Table 2. The elastic modulus, the thermal 
expansion, the thermal conductivity and the heat 
capacity of the workpiece material are all temperature 
dependent, thus their values were expressed as a 
function of temperature f (Temp). Additionally, the 
Johnson-Cook model constants are included in Table 
3. The properties and the model constants for the 
steel are available in the software’s library. For the 
simulation tests that are discussed in this paper, a 
reference strain rate of 1/s was employed.

The phenomenon of the material separation that 
takes place during turning was approximated with 
the employment of the normalized Cockroft-Latham 
damage model, which can be expressed by Eq. (2) 
[25]. In this expression, the maximum principal stress 
is normalized by the effective stress.

	 D dc pl
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where Dc represents the material constant in the 
fracture criterion, σmax is the maximum tensile 

Fig. 2. a) The FE model setup, b) the meshed insert, and c) the analysis domain
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separation halted. Even though a sudden increase 
in force occurred at some time steps, the overall 
fluctuation of the curve is small. Any fluctuation is 
due to the remeshing process that takes place between 
time steps. In order to soften this effect, the default 
first-order exponential smoothing of DEFORM3D™ 
was applied. According to Aouici et al. [23], the 
experimental values for the force components 
during the aforementioned conditions are Fr = 246 
N, Ft = 167.6 N and Fa = 108.8 N, respectively. 
The force values found after running the equivalent 
simulation test are Fr = 259.2 N, Ft = 154.8 N and Fa 
= 108.3 N which indicates a high level of agreement; 
specifically, the relative error was estimated -5.1 %, 
8.3 % and 0.5 % accordingly. In addition to the forces, 
Fig. 3d depicts the chip formation procedure for the 
same conditions. A typical curling of the chip based 
on the cutting speed, feed, and depth of cut is present. 
Finally, a similar trend for the curve was noticed in 
all of the rest simulation tests with the exception of 
the occurrence of the spikes that varied in amount and 
magnitude.

With the processing of the results, the next graphs 
were plotted for comparison purposes, as illustrated in 
Fig. 4. These graphs present the mean values of the 
radial force (Fig. 4a), the tangential force (Fig. 4b), 
the feed force (Fig. 4c) and the resultant of the three 
components (Fig. 4d) for both the simulations and 
the experiments. The overall agreement between the 
simulated and the experimental values is good with 
relative error between -5.3 % and 12.7 % for the Fr, 
-9.4 % and 11.6 % for the Ft, -14.8 % and 13 % for 
the Fa. Moreover, the simulated resultant cutting force 

Table 2.  Thermo-mechanical properties for tool [1] – workpiece [24]

Material Young’s Modulus [GPa] Density [kg/m3] Poisson’s ratio Hardness [HRC]

Mechanical  
properties

AISI4140
212 @ 20 °C

7850 0.30 60192 @ 300 °C
164 @ 600 °C

Ceramic 415 3500 0.22 −

Material Heat capacity [J/(kgK)] Thermal expansion [μm/(mK)] Thermal conductivity [W/(mK)]

Thermal properties
AISI4140

362 @ 20 °C 11.9 @ 20 °C 41.7 @ 20 °C

446 @ 300 °C 13.6 @ 300 °C 41.4 @ 300 °C
610 @ 600 °C 14.9 @ 600 °C 34.1 @ 600 °C

Ceramic 334 8.4 7.5

Table 3.  Johnson–Cook constitutive model constants for AISI4140 [24]

A [MPa] B [MPa] C n m T0 [°C] Tm [°C]
106 1167 0.0352 0.1424 0.763 20 1547

principal stress,  is the effective stress, εf is the limit 
fracture strain and εpl is the plastic strain.

Next, Coulomb’s law was utilized to model the 
friction situation at the tool-workpiece interface. 
The interaction between two bodies that are under 
very high contact pressure is a complex problem in 
machining processes; although more advanced models 
are available in the literature, Coulomb’s friction 
model provides a good approximation of the friction 
forces that develop during sliding zone, which is 
important when studying machining processes. Eq. 
(3) [26] can be used to estimate the frictional stresses 
defined by Coulomb’s law.

	 � ��f n� , 	 (3)

where τf is the frictional shear stress, μ is the shear 
friction coefficient and σn is the tool–chip interface 
stress. In the present investigation, the value of the 
shear friction coefficient was taken equal to 0.577 
according to Astakhov [26].

2  RESULTS AND DISCUSSION

2.1  FE Evaluation of the Machining Force Components 

Figs. 3a, 3b, and 3c illustrate the force versus time 
diagrams of the three components (Fr, Ft and Fa) of the 
main machining force that were generated during AISI 
4140 hard turning with the next cutting parameters: 
Vc = 150 m/min, f = 0.14 mm/rev and ap = 0.30 mm. 
It is pointed out that all three forces increase rapidly 
until steady state is achieved; then at about 0.011 s,  
force values plummet, which means that the insert 
reached the other end of the workpiece and material 
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Fig. 3.  a), b) and c) FE model sample results for turning forces, and d) chip formation

Fig. 4.  Comparison between simulated and experimental turning forces
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is in accordance with the estimated experimental one 
with a relative error of about -9.1 % to 9.4 %

It can also be observed that the dominant of the 
three components is the radial force which eventually 
affects the resultant cutting force the most (Fig. 4d), 
in contrast to the effect of the feed force, which is 
subtle. Furthermore, the resultant cutting forces 
are of the same magnitude with those found in the 
work of Gaitonde et al. [27] during the turning of 
AISI D2 at the same cutting conditions and similar 
ceramic tools (CC650WG). Additionally, it was 
found that any increase in the feed rate boosts the 
cutting forces considerably. Aouici et al. [23] and 
[28] presented results close to those available in this 
investigation, for turning of AISI 4140 and AISI D3 
steel respectively, with similar cutting tools (CC6050) 
and identical cutting conditions. In contrast, it is noted 
that increasing the cutting speed usually leads to 
a decrease in all three force components (Fr, Ft and 
Fa). Finally, the depth of cut has the greatest influence 
on cutting forces, which is reported as well in the 
literature [23], [28] and [29]. Specifically, the cutting 
forces increase significantly as the cutting insert goes 
deeper into the material. The findings of this study are 
discussed in detail in Section 2.2.

2.2  Modelling of the Resultant Cutting Force Based on 
Statistical Methods

After the completion of the 27 simulation runs, it is 
concluded that the increased percentage of agreement 
between the experimental and the numerical values is 
preserved throughout the testing (see Table 3). Thus, a 
statistical model is feasible so that future experiments 
for different depths of cut and similar machining 
conditions can be minimized. The RSM was employed 
in this study to develop the proposed statistical 
model for prediction purposes of the main cutting 
force during AISI 4140 hard turning. RSM is a well-
established methodology that is often used to optimize 
process conditions or determine the interaction 
between multiple factors. Additionally, it provides 
concise presentation of results. This methodology 
was successfully utilized in many studies related to 
machining processes such as turning and drilling [4], 
[15] and [30] to [32]; therefore, it was selected for 
the current work. Based on the parameters involved 
(see Table 1) and the number of simulation runs, a 
full factorial design with three factors was realized. 
Because the relationship between the variables and 
the output in this study is anticipated to be non-linear, 
the regression model can be described with a second-
order polynomial, as seen in Eq. (4). This polynomial 

includes linear, quadratic, and interactive terms: Y 
is the output of the model, thus the main machining 
force, in this case, Xi are the coded values (cutting 
speed, feed and depth of cut) and bi are the vectors 
that contain the regression coefficients.

	

Y b b X b X b X b X b X
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Eq. (5) presents the complete statistical model 
for the resultant machining force based on the 
aforementioned formula and the data of the verified 
FE model (see Table 3).
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where Fmain is the resultant machining force in N, V is 
the cutting speed in m/min, f is the feed in mm/rev and 
ap is the depth of cut in mm.

The design of experiments (see Table 3) contains 
the estimation of the resultant cutting force for all 27 
combinations of machining parameters, derived from 
the experiments [23], the simulations and the statistical 
model. The comparison of these results shows an 
increased correlation. Specifically, the highest level 
of agreement between the numerical values and the 
experimental ones is observed in the test number 
26 (relative error 0.2 %), whereas the lowest in test 
number 19 (relative error 12.4 %). Between the values 
obtained from the regression model and the numerical 
values, test number 19 yielded an agreement of almost 
100 %. In contrast, the lowest level of accordance 
(91.2 %) was found to be in the first test. Eventually, 
for the comparison case between the statistical 
values and the experimental ones, a high correlation 
is highlighted with a mean absolute percentage error 
of approximately 4.6 %. Furthermore, the best level 
of agreement (99.6 %) was achieved in the second 
test, whereas the worst (86.6 %) in the first one. 
By observing Table 3 and the charts of Fig. 4, the 
following statements can be made for the FE model:
•	 The radial force is the dominant of the three 

components.
•	 Higher values of feed rate affect all forces, but 

the tangential force is affected the most due to the 
increase of the sheared chip region.

•	 The depth of cut has a strong impact on all 
machining forces as anticipated; as the tool cuts 
deeper in the material, the tool-workpiece contact 
length increases. For instance, the main cutting 
force increases approximately 43.6 % (from 
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223.4 N to 320.7 N) for the same conditions (Vc 
= 150 m/min, f = 0.14 mm/rev) and an increase in 
depth of cut from 0.20 mm to 0.30 mm.

•	 Lastly, as cutting speed rises, the turning forces 
decrease in most cases, so does the main cutting 
force. For example, at ap = 0.30 mm, f = 0.14 
mm/rev and Vc = 150 m/min, 115 m/min and 80 
m/min the resultant force is equal to 320.7 N, 
301.5 N and 284.5 N respectively. The primary 
reason for this tendency is that an increase in 
temperature at the shear plane region, resulting 
in the plastic softening of the deformation zone 
which ultimately lowers the shear strength of the 
material.
Fig. 5 illustrates the relative error percentage 

between the values of resultant machining force 
derived from the regression model and the 
experiments, as well as between the regression model 
and the simulations. The graph indicates that both 
lines follow a similar trend with the exception of two 

points (tests number 6 and 19) where more abrupt 
increase in experimental values occurred.

Fig. 5.  Relative error comparison between  
simulations and experiments

Moreover, the maximum error was found to 
be -13.4 % and -8.8 % for the regression versus 

Table 3.  Main machining force comparison between experimental, simulated and statistical values

Std Order
Cutting parameters Fmain [N]

Vc [m/min] f [mm/rev] ap [mm] Experiments FE model Regression model

1 80 0.08 0.10 59.9 56.9 51.9
2 115 0.08 0.10 67.5 69.0 73.6
3 150 0.08 0.10 76.0 79.5 92.0
4 80 0.11 0.10 76.3 73.9 67.2
5 115 0.11 0.10 91.5 89.7 88.3
6 150 0.11 0.10 92.4 99.6 106.0
7 80 0.14 0.10 94.2 88.4 80.8
8 115 0.14 0.10 97.5 102.2 101.1
9 150 0.14 0.10 121.3 119.5 118.1

10 80 0.08 0.20 116.1 118.2 128.5
11 115 0.08 0.20 134.3 142.8 159.6
12 150 0.08 0.20 152.2 163.1 187.4
13 80 0.11 0.20 154.2 164.1 146.3
14 115 0.11 0.20 172.2 178.4 176.8
15 150 0.11 0.20 186.5 189.2 203.8
16 80 0.14 0.20 177.3 189.7 162.4
17 115 0.14 0.20 208.6 206.1 192.1
18 150 0.14 0.20 227.3 223.4 218.5
19 80 0.08 0.30 189.8 207.7 207.6
20 115 0.08 0.30 225.7 232.1 248.1
21 150 0.08 0.30 238.0 249.6 285.3
22 80 0.11 0.30 244.6 250.2 227.9
23 115 0.11 0.30 264.1 266.2 267.7
24 150 0.11 0.30 267.7 281.2 304.2
25 80 0.14 0.30 282.3 284.5 246.4
26 115 0.14 0.30 300.9 301.5 285.5
27 150 0.14 0.30 316.9 320.7 321.3
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experiments and the regression versus simulations, 
respectively (test number 1 for both cases). In contrast, 
the lowest value of error was determined to be -0.4 
% (test 2) for the regression versus experiments 
and close to zero (test 19) for the regression versus 
simulations. Finally, the mean absolute percentage 
error was estimated 2 % for the regression versus 
simulations case and 4.6 % for the regression versus 
experiments case.

2.3  Validation of the Statistical Model

Due to the number of independent variables taken 
into account in current research, the validity of the fit 
was analysed with ANOVA. A standard confidence 
level of 95 % was used for all intervals throughout the 
analysis, which revealed a successful fit of the model 
with an adjusted R-squared of 99.72 %. Furthermore, 
according to the significance level of 0.05 and to 
Table 4 the terms that contribute the most to the model 
are the ap and the f×ap with a p-value equal to 0.000, 
as well as the constant with p = 0.005. Last but not 
least, V×ap and f have great impact on the model 
with p-values of 0.060 and 0.089 respectively, even 
though are higher than 0.05. The sum of squares and 
the degrees of freedom for the analysis are included 
in Table 4. With the total sum of squares which is the 
sum of squared deviations due to each of the nine 
factors and the sum of squares attributed to the error, it 
is possible to determine the dispersion of data points. 
In addition, the mean square is the ratio of the sum 
of squares to the degree of freedom and the f-value is 

the ratio of the mean square of the regression model 
to the mean square of residual error. Lastly, the fact 
that the p-value of the regression was estimated 0.000 
indicates the very high correlation of the model and 
eliminates the probability of yielding unusual results.

With the validation of goodness of fit, a residual 
analysis was performed to check the accuracy of 
the model. The graphs that are illustrated in Fig. 6 
proves that the model has very good accuracy. In 
particular, the normal probability plot (Fig. 6a) shows 
a normality in the distribution of the residuals with no 
serious departures from the straight line. Additionally, 
the residuals versus the fitted values (Fig. 6b) indicate 
a constant variance of the residuals since they are 
almost evenly scattered on both sides of the reference 
line. The overall normality is present in the residuals 
versus the order graph also (Fig. 6d). It is observed 
that there are no systematic faults, and the residuals 
are independent of one another. Eventually, the 
normality in the distribution of the error percentages 
can be displayed in the error histogram (Fig. 6c) and 
proved by the fit line.

The analysis of the developed prediction model 
was carried out with the aid of 3D response surface 
plots for visualizing the data gathered from Fig. 4 and 
Table 3. That is, the combined effect of the machining 
conditions and the depth of cut on the generated radial, 
tangential and feed forces were investigated. Fig. 7 
illustrates the plotted 3D surfaces for each depth of cut 
value based on the polynomial solutions. The cutting 
speed and the feed are the input parameters of the 
polynomial with values within the investigated range, 

Table 4.  ANOVA results for the main machining force

Source Degree of freedom Sum of squares Mean square f-value p-value
Regression 9 165668 18407.6 1012.4 0.000

Residual error 17 309 18.2
Total 26 165977

R-sq (adj) = 99.72 %

Term PE Coefficient SE Coefficient f-value p-value
Constant −112.8 35.1 −3.19 0.005

V 0.566 0.359 1.58 0.134

f 820 455 1.80 0.089

ap 422.1 92.9 4.55 0.000

V2 −0.00074 0.00142 −0.52 0.609

f2 −1860 1934 −0.96 0.350

ap2 125 174 0.72 0.482

V×f −0.67 1.17 −0.57 0.574

V×ap 0.708 0.352 2.01 0.060

f×ap 3124 410 7.61 0.000
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hence 80 m/min to 150 m/min for cutting speed (step 
of 10 m/min) and 0.08 mm/rev to 0.14 mm/rev for 
feed (step of 0.01 mm/rev). According to Fig. 7 it is 
concluded that: 
•	 The depth of cut affects the resultant machining 

force significantly; as the depth of cut increases, 
so does the force.

•	 Similarly, higher values of feed have a great 
impact on the main machining force.

•	 Eventually, even though higher cutting speeds 
result in lowering the machining force, the effect 
is limited.

Fig. 7.  3D plots of the Fmain for each depth of cut

Conclusively, six extra simulation runs were 
accomplished to further validate the prediction model 
of Fmain by utilizing randomly selected conditions 

from within the range of the data employed in this 
study, forming the following sets: I, II and III with 
Vc = 100 m/min, f = 0.12 mm/rev and ap = 0.15 mm, 
0.25 mm and 0.30 mm respectively. IV, V and VI with 
Vc = 130 m/min, f = 0.10 mm/rev and ap = 0.15 mm, 
0.25 mm and 0.30 mm respectively. The results are 
presented in Table 5, in which it is highlighted that the 
relative error is low for all cases.

Table 5.  Confirmation of prediction model for Fmain

Set
Simulated 

Fmain [N]

Predicted 

Fmain [N]
Relative error 

[%]

I 147.8 133.6 −9.61
II 239.3 225.3 −5.85
III 260.4 272.2 4.53
IV 140.5 130.4 −7.19
V 233.8 218.0 −6.76
VI 248.9 262.8 5.58

3  CONCLUSIONS

In this study, the development of a 3D FE model, as 
well as a prediction model for the main machining 
force induced during hard turning of AISI 4140, 
were presented. A series of 27 3D simulations were 
conducted under different conditions of cutting speed 
and feed in addition to the three different depths of 
cut. The obtained numerical results were validated via 
experimental values that are available in the literature, 

Fig. 6.  Residual analysis graphs: a) probability plot, b) residuals versus fitted values, c) error histogram, and d) residuals versus order
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and it was observed that are in high agreement that 
surpasses 90 % in most of the runs. The accuracy (8.8 
%) and goodness of fit of the statistical model, dictate 
that both the developed models (FE and statistical) can 
securely predict the resultant machining forces when 
applied within the scope of this study. In conclusion, 
the following remarks are pointed out:
•	 Higher values of depth of cut and feed rate 

significantly increase machining forces, 
especially the depth of cut is the factor that effects 
Fmain the most. Specifically, according to the 
simulated values of Fmain (see Table 3), an average 
increase of about 104 % in the resultant cutting 
force is observed when the depth of cut changes 
from 0.10 mm to 0.20 mm. The equivalent shift 
from 0.20 mm to 0.30 mm amplifies Fmain by 
approximately 50 %.

•	 Similarly, when feed changes from 0.08 mm/
rev to 0.11 mm/rev and from 0.11 mm/rev to 
0.14 mm/rev, the resultant cutting force gains an 
increase of about 24 % and 16 % respectively. 

•	 In contrast, the generated forces decrease as 
cutting speed increases; however, the changes 
induced by cutting speed are trivial compared 
to the ones caused by the depth of cut and feed. 
The average percentage of decrease observed in 
Fmain, is estimated at approximately 10 % when 
cutting speed shifts from 150 m/min to 115 m/
min. Additionally, as the value of Vc lowers from 
115 m/min to 80 m/min, the Fmain decreases ny 
about 13 % on average.

•	 The factors that have great impact on the 
statistical model based on the significance level 
are: ap, f×ap, constant, V×ap and f.
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