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Application of Neural Networks in Evaluation of Technological
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The aditional approach 1o the process planning mostly based on experience of technologises,
requires a lot of accumulated knowledge, is inflexible and time consuming, The applicavion of arificial
intelligence methods can support and greatly improve this appreach. This paper describes the results
aobtained by investigaring the application of neural nevworks in evaluating the manifacturing parameters
and, indirectly, technological time of the seam tmbe polishing, Various structures of a back-propagation
neural network have been analysed and the optimum one with the minimum RMS (Root Mean Square)
error selected. The obtained model was integrated into the ERP system (Enterprise Resource Planning
svsten) of a manwfacturing company. The more precise evaluations of technological time obtained by the
ERP svstem model complete the previously defined manufacturing operations and form the basis for
production planning and times of delivery control. The work of technologists {5 thus made easier and the

production preparation technological time made shorter:
2 2008 Journal of Mechanical Engineering. All rights reserved,
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0 INTRODUCTION

The fulfilment of the basic requirements
modern enterprises are faced with, such as a product
optimum quality, low production costs, holding to
the agreed times of delivery and a more rational
material and information management in a
production system, cannot be imagined without
new scientific approaches in production
preparation. The level of knowledge and
organisation in production preparation sectors has
a considerable impact upon the final characteristics
of a product and an indirect effect on production
costs and the times of delivery. Integration of
computers i.e. compuler systems inlo the
preparation, manufacturing and managing process
has exerted a great influence on increasing the level
of automation, productivity and flexibility in
manufacturing companies. In this way the human
involvement in production has been significantly
reduced while at the same time the human factor’s
importanee in production preparation has remained
exceptionally great. By the application of the
systems based on artificial intelligence attempts are
made to integrate and make commonly accessible
the accumulated individual knowledge and
experience of the people working in the production
preparation sectors, Some authors today deal with

the way of collecting the technological knowledge,
its presentation and application to intelligent
systems. They use the acquired expert knowledge
in the Computer Aided Process Planning (CAPP)
system for the identification (classification) of work
pieces, selection of a manufacturing process,
machines and machining parameters in order to
shorten the time and minimize the errors in the
process planning of the machining process [1] to
[3] and some other processes like forging [4].
The technological knowledge 1s necessary
for determination of the basic material, sequence
of manufacturing operations, selection of tols etc.
The problem of optimization in the mentioned
activities is quite important in manufacturing
industries. One of the up-to-date techniques in the
optimization procedure is the application of genetic
algorithms (GA). This optimization technique,
which is more efficient than the traditional ones
(geometric programming, dynamic programming,
ete.) is deseribed and implemented in the works of
many authors [5] to [8]. The authors [5] and [6]
use genetic algorithms in the optimization of cutting
parameters in tuming processes. They consider a
great number of constraints such as cutting force,
machine power, tool reliability, culting zone
temperature etc. in order to shorten the time and
reduce the operating costs. Attempts are made to
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achieve the same goals by a continuous
improvement of cutting conditions i.e. by the
development and application of an on-line
intelligent system for the monitoring and
optimization of cutting conditions based on genetic
algorithms [7] to [9]. The authors [10] and [11]
also deal with the optimization of machining
parameters but by the application of the modified
GA with the self-organizing adaptive penalty
(SOAP) strategy i.e. by the application of parallel
GA and simulated annealing (SA). Besides the GA
the neural networks (NN) [12] to [15] are also often
combined in the procedures of the machining
parameters optimization. Thus for the selection of
optimal machining parameters, based on
experimental data, when the analytical and
empirical mathematical models are not available,
Genetically Optimized Neural Network System
(GONNS) [13] is proposed. In this paper the NN
represents the relationship between the cutting
conditions and machining-related variables, and
Genetic Algorithm (GA) obtains the optimum
operational condition. The paper [14] presents the
use of neural network and genetic algorithm for
maodelling and optimal selection of input
parameters of abrasive flow machining process, For
a multi-criteria optimization of the cutting
paramelers in a turning process the hybrid
analytical-neural network approach [15] and [16]
is also proposed. Neural networks are also used
for evaluation of the machined surface roughness
[17] i.e. of the tool wear in the machining process
[18]. The authors [17] and [ 18] compare the results
obtained by the application of neural networks with
the results obtained by analytical models. 1t is also
possible to use neural networks for intelligent tool
path generation for the milling of free surfaces [ 19]
and [20]. In their work the authors take the required
surface quality as a primary technological
requirement for free surface milling programming,
Therefore the application of artificial intelligence
for the solution of specific manufacturing problems
is in most cases justified in the conclusions of all
the mentioned works. In multi-dimensional
problems in which the mathematical dependence
of input and output variables is difficult or almost
impossible to set up, the application of neural
networks is certainly significant. Nevertheless, no
matter what the main objective of the application
of neural networks, there are few authors only who
speak about improvement in terms of the previously

trained network integration into a corresponding
data base within which the results the network gives
might be repeatedly used. It is exactly the problem
of predicting technological time by the application
of meural networks and integration of a trained
network into the ERP system that the present paper
deals with.

I THE PROBLEM AND INVESTIGATING
GOAL DEFINITION

There are two phases in the production of
stainless steel seam tubes: rolling phase and
grinding and polishing phase. In the initial phase a
stainless steel band of diverse width and thickness,
depending on the required extemal diameter of the
tube, is rolled over a number of vertical and
horizontal rollers and formed into a tube. Then the
edges of the rolled tube are heated and prepared
for the TIG welding in a protective chamber. This
is followed by the grinding of the raised edges of
the weld and calibrating of the tube according to
the required tolerance of external diameter and the
required oval shaping. After the weld is tested by a
non-destructive method and occasional
technological trials, the tube is rough ground,
marked, cut to the specified length and taken to a
store for the semi-manufactured products. A
planned minimum quantity of the tubes of various
dimensions is kept in the store.

In most cases (about 95%) these stainless
steel seam tubes need additional grinding and
polishing. The scheme of the grinding and polishing
line is given in Figure |. Depending on the
customers’ orders the tubes are taken from the
storage place and the second phase (grinding and
polishing) follows. Passage through abrasive belts
and polishing heads and rotation around axis give
the required cleanliness and polish to the external
surface, If the required quality is to be reached the
wom out abrasive belts should be replaced in time.
If this is not the case the tubes will be sent back for
additional treatment (1T or 11T phase of polishing)
which results not only in the loss of time but in the
increase of the working order costs too. Machining
parameters and the time necessary for the second
phase of production are mostly assessed based on
experience. The machining time can be calculated
on the basis of the polishing rate and the polishing
rate depends on a great number of other parameters
of influence.
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It is almost impossible to establish a
mathematical model of the polishing rate due to a
number of influential parameters, which will be
deseribed later. Therefore, one of the goals of this
paper, which deals with the evaluation of
technological parameters and indirectly of
technological time of the scam tube polishing, is
to develop a processing model based on the
application of neural networks. The developed
model will be integrated into the existing ERP
system of the company Puro Pakovié Welded
Vessels Lid. The values of input variables in the
model will be based on the ERP system real data
and the results the model gives should form the
hasis for a more precise assessment of delivery
times and production planning. The integration of
the madel into the ERP system should upgrade the
activities in the technological preparation of
production and the jobs connected with production
planning and make the data the model gives
generally accessible and useful for the company
as a whole.

Meural networks are selected for
establishing the model because the knowledge
about the problem is available in the form of a set
of discrete values of the state vector element and
the process output values. Real data for setting up
the model have been collected over a longer period
of time in the company Puro Dakovié Welded
Vessels Ltd. in the production of stainless steel seam
tubes,
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2 EVALUATION OF THE MACHINING
PARAMETERS BY THE APPLICATION OF
THE BACK-PROPAGATION NETWORK

2.1 Selection of the Type of Neural Network -
General Model

The observed research belongs to the
problems dealing with continuous input and output
values i.e. problems connected with prediction, thus
the back-propagation network is applied. Figure 2
shows the structure of a back-propagation network
with one hidden layer (there can be more hidden
layers), while the structure of an artificial neuron
is shown in Figure 3.

During the process of leaming the aim is to
enable fast convergence and reduce global error
given by:

E=05Y(d,-x) (n.

In this type of network global error
propagates backwards through the network all the
way to the input layer. During the backward pass
all weighted connections are adjusted in accordance
with the desired ncural network output values,
Increase d»:cmasc of the actual values of the
weights w' affects the decrease of global error.

By tha.: application of the gradient descent
rules the inercase in the network weighted
conneclions m»!:‘ can be given as:
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Fig.1. Scheme of the polishing and grinding line
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where & is the leaming coefficient.
Derivations given above can be calculated
s
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The value of the weighted connections
increase in the network ﬁ-.-.{:l is now:

ﬁnj;,-] = .5]:} -.\:JI" 1 {4),

where o is the learning coefficient, x represents
output state of the j -th of this neuron in the s-th
layer, and the parameter J' that represents the
error and propagates backwards through all the
layers of the network is defined as:

s _ —dE
6’_{. _FEI'T‘T (3).
J

The leaming coefficient should be kept law
to avoid divergence although this could result in a
very slow learning. This situation is solved by
including a momentum term into expression (4):

au,!“r.] =a- e!f' - momentum- f}.u!:' (6) .

The weights in the network can be updated
for each learning vector separately or else
cumulatively, which considerably speeds up the rate
of leaming (convergence).

Therefore the objective of the learning
process in a neural network is to achieve the lowest
possible level of error between the outputs obtained
by training the network and the actual (desired)
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Input nodes X

Fig. 2. Structure of a back-propagation network

results. This is realized by adjusting the weights of
the neurons, and by accepting the objective
function, defined below through the minimization
of the mean square ermor.

General form vector of the model applicable
for a neural network input is as follows:

XJ ={.‘l.'r.|...l',:,...‘|;"l,,__,xm}:;.

= }I-:' ='[}',1-J"¢::}'¢3:u-: -PM}
where vector X, = {;5 1 X3s Xaaen Xy} TEPTESENLS
input variables, and vector ¥, = {¥,1. ¥o2. ¥o30s Vou |

output variables.

(7.

2.2 Application of the Back-Propagation
Network in Evaluations of Machining
Parameters

In the given problem the model vector has
one output variable — the rate of polishing. The
technological time is calculated from the rate of
polishing. Input variables are: kind of material, tube
external diameter, wall thickness, oval shaping of
the tube after the first phase of production,
gradation of the belts used for grinding or polishing
adjusted on machine (conveyor), condition of belts
(time of usage), pressure of belts, required and
performed roughness of the surface, length of wbes
and polishing phase (Table 1).

The RMS error (Root Mean Square error)
is taken as a criterion for network validation. It is
defined as:

RMS = JMS = Eh

where:
MS Mean Square error,
N Number of pairs of the training set input-output

iall Dendrites  Cell body

Axons  Weights
(Synapse)
Fig. 3. Model of a newron structure [20]
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values,

v, Neural network n-th output,
d, Desired value of a neural network n-th output.

The Delta rule is applied for network
training. This rule is also called Widrow/HofT rule
or the minimum mean square rule which has
become one of the basic rules in the training process
of most neural networks.

In expression (9) the formula for the Dela
rule is given:

Aw, =a-y, g {9),

where is the value of the difference in the weights
of neuron § and neuron i realized in two steps (k-th
and &-1), mathematically described by:

Awy = Awh — Awk! (10),

i 1% the rate {coefMcient) of leaming, ¥y is the output
value of neuron j calculated according 1o transfer
function, £ is the error given as:

£y = ¥ — ¥ay (11},

where y is the actual (desired) output. The error
given by the expression (11) returns to the network
only rarely, other forms of error are used instead
depending on the kind of network.

For most actual problems various rates of
learning are used for various layers with a low rate
of learning for the output layer. It is usual for the
rate of learning 1o be set at a value anywhere in the
interval between 0.05 and 0.5, the value decreasing
during the learning process. While using the Delta
rule algorithm the used data are to be selected from
the training set at a random basis. Otherwise
frequent oscillations and errors in the convergence
of results can be expected.

0} Input
1
Fig. 4. Graph of a Sigmoid transfer function

The transfer function used in this paper is the
Sigmoid function calculated according to
eXpression: 1

Chatpui, v (12),
where {7 - is the function increment. It is caleulated
as G=1/T. T is the function threshold. This function
is often used when neural networks are created or
investigated. The graph of the function is
continuously monotonous and is shown in Figure
4. As it can be seen the values of this transfer
function are in the [0,1] interval range,

2.3 Obtained Results

The study of the application of the back-
propagation network was carried out for a defined
data madel. By altemmating the attributes diverse
architeciures of neural networks were studied. The
attributes of the network that gives mimimum RMS
error are shown in Table 2. This network
architecture generated the network output with

lable 1. Fariables with a value range for the proposed model

I. Kind of material NN e 4

2. Tube external diameter [mm] 10 50
3. Wall thickness [mm] o 05 2.5

4. Tube oval shaping after first phase of production [um] 0.04 0.1

5. Gradation of belts for grinding or polishing 80 100

6. Condition of belts (time of usage) [min] — 0 1200

7. Pressure of bels 0.8 2.5

8. Required roughness [pm] S 12

9. Performed roughness [um) _10 S
10._ Length of tube [mm] 1000 6000

1. Phase of polishing 1 L]
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Table 2. Anributes of newral network with minimum RMS error

Input number of ru:u

it :
2. Output number of neurons 1
3.  Number of hidden neurons fi
4, Learning rule Delia
5. Transfer function Sigmoid
6. Epoch Size 11
L Maximum number of training epochs 75000
8. Number of training epochs between tests 213
9. Altempls 45
10.  Learning Rate 0.21; 0.095; 0.1; 1.0
11. Momentum 0.2;0.05;0.1; 0.8
12.  RMSE in learning phase 0. 0301
13.  RMSE in validation phase 0. 0482
14. Correlation Coefficient 09870
SRR )
80
o LT T T PO e R L e S A Y
E
= m. ..............................................
g el L s s L e i e
o m_ N T TR o e e B e
(=]
g B e SRR L R TR
a5 ] I 1 1 1 ] I T L] I 1 1 | 1 ko .‘I 1 1
0 5 10 15 20 25 30 35 40 45 50 55 60 65 TO 75 80 85 60 85

Fig. 5. Presentation of actual and predicted valwes given by NN for the rate of polishing

3.01% rate of RMS error in the training phase and
4.82 % in the validation phase.

Therefore the neural network whose
attributes are given in Table 2 approximates best
to experimental results. The graph in Figure 5
shows the results obtained by this network structure
with regard to experimental results.

Subsequently an investigation into the
importance of particular variables for a neural
network model was also performed aimed at the
pussibility of reducing their number. As compared
to the defined neural network structure with
minimum rate of error (Table 2) a process was
developed in which a reduced data model
containing 10 input variables and 1 output one was
observed. The network was trained with the reduced
data model and the given results were analyzed

184

subsequently. The results, shown in Table 3, point
to a higher RMS error for each step (with the model
reduced by one vanable) compared with the initial
midel.

Therefore the conclusion is that leaving any
of the variables out of the model would lead 1o an
increase in error. In an extended model reduction
process the dependence of polishing rate on two
variables was also studied (Figs. 6 and 7).

3 INTEGRATION OF A FREDICTION MODEL
BASED ON NEURAL NETWORKS INTO A
TECHNOLOGICAL SUBSYSTEM

The company in which the study was carried
out had an ERP (Enterprise Resource Planning)
system integrated previously. The structure and
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Table 3. Importance of variables in the model

0. All model variables

0.0000

1. Kind of material il | 0.1216 -0.0915

2. Tube external diameter [mm)] i 0.0819 -0.0518

3. Wall thickness [mm] N - 0.0912 00611

4. Tube oval shaping after first phase of production [um] 0.2230 0.1929

5. Gradation of belts for grinding or polishing 0.3377 ~ -0.3076

6. Condition of belts (time of usage) [min] 0.1484 01183

7. Pressure of belts i 0.0867 -0.0566

8. Required roughness [pim] ~ 0.0473 -0.0172

9. Performed roughness [jum] 0.0675 -0.0374
Length of tubes [mm) 0.1241 .0.0940

11. Phase of polishing 0.0672 -0.0372

I T o

\ssaE TIME OF o

Fig. 6. Rare of polishing dependence an fube
external diameter and usage time of belts

components of the ERP system are shown in Figure
B,

By implementing the ERP system the
organization level of the preparation,
manufacturing and service jobs has raised, quality
of management has improved and control of the
processes of preparation and production has
become casier. Stocks of materials, production
costs, costs of quality deviation (scrap, refinish),
costs of customer complaints, costs of penalties due
to delays in delivery have all been reduced.
Production cycle time and production preparation
time have been cut, number of required documents
and amount of manual work needed for data
entering and copying has become smaller. The time
necessary to repair damages and machine
breakdowns has been reduced. The ERP system

Application of Newral Networks in Evaluation of Technofogical Time
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Fig. 7. Rate of polishing dependence on fube
external diameter and pressure of abrasive belfs

technological subsystem DEPTO makes it possible
to enter and define materials, raw materials, work-
pieces, assembly blocks and products, product
components with standards for raw materials,
materials and finished parts. It also enables the
definition of manufacturing processes, malerial
ratings, technological times per operation resulting
from experience, connection and inspection of
drawings of parts, assembly blocks and products
and print-out of technelogical documentation.
Determination of the feasible times of
delivery based on offers and later also on orders in
the Selling and Calculation subsystem — PROKA
is mainly experientially based. The system users
only rarely carry out multi-criteria analyses. A
major factor in determining the times of delivery
is the technological time. The overall time of a
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manufacturing process can be calculated from the
ERP technological subsystem previously defined
technological parameters, including the rate of
polishing, However, this theoretical, empirical
value of the polishing rate based on the condition
of the tubes, machine and equipment, changes. That
is why the obtained mode] based on the application
of neural networks has been integrated into the
existing ERP system of the company Buro Dakovié
Welded Vessels Ltd. The model is directly
integrated into the DEPTO subsystem.

Therefore, one of the goals of the prediction
model integration into the ERP system 15 to more
precisely predict the rate of polishing, thus the time
of machining and feasible times of delivery, on the
basis of the system obtained model actual data,
Such precise predictions of the rate and time of
polishing that the previously obtained model gives,
are essential in the planning and scheduling of
production and particularly of the production plan
revision.,

Based on the system data and application
of the prediction model it is also possible to make
a correction of the empirical (theoretical) rate of
polishing at the moment of the preparation of
technological documentation and perform
launching with the real technological times,

Prodisct u with revisions,
technelogical product structure,
raw material, operations.

Imquiries, offers, contracts,
projects calculations, primary plan,
wanehinaie of findshed prodects ...

A month long application of the integrated
model has proven efficient as it gives the actually
needed times of polishing (Fig. 9). The necessary
data that represent the input into the obtained model
are collected from the following subsystems and
modules (Fig. 10): Commerce and Sales, Definition
of Products and Technology, Supply and Inventory,
Maintenance of Production Facilities, Common
Data Base, Production Monitoring, and Production
Planning and Scheduling.

4 CONCLUSION

This paper outlines the results of the
application of neural networks in evaluating the
technological parameters and technological time
of seam tube polishing. The prediction model based
on neural networks gives the results with a less than
10% error. Although high, this is a limit to the
model acceptability. Namely, the research showed
that the young and less experienced engineers
commit a 10% error in process planning when
determining the rate of machining and
technological time,

By integrating the model into the ERP
system the process planning of the seam tube
polishing has become easier and the time needed

Perchasing requevis, maliilingual inguires
and arders, offers compasisen, maserial
requeits planniag (MR F). maserial

Asier cmalagoe wild weksical duis,
maintenance 1echoology, plan of prevemiive
muinsenance, corrective und plan med

malnlendice, mainicnanse coiki

Plagmisg varisate-iimulatisns,
priority options contidering warking-onden,
complexsty of product und avaidlable time.

Tracking of wnit and

baich produciien.

opemtion coadition, wetk-order condition.
bad eod, |m pact and produstion doiti.

Fig. 8. The ERP system structure
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Fig. 10. Neural network model integration into the ERP system

for technological preparation of production has
been reduced.

Monitoring of the application of the model
within the ERP system showed that with the more
precise predictions of the rate of polishing and of
the values of technological times the model
facilitates the activities of production planning and
scheduling and of defining the times of delivery.

The research will continue and its aim will be
o proceed with the collecting of real data in the
production of polished seam tubes and 1o enlarge the
amount of sample data. It is to be expected that afler
leaming and training the network will give better
results i.e. smaller error and that the time deviation of
actual versus planned time by a working order will
be reduced. The aim is also to perform optimization
of machining parameters after proposing the rate of

polishing. The optimization procedure will
incorporate genetic algorithms (GA) so that the
combined application of NN and GA should result in
obtaining optimum machining parameters considering
the ERP system data and condition of the semi
provlucts and equipment in the plant,
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