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Feature Extraction from CAD Model for Milling Strategy
Prediction
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In this paper we present a procedure offeature determination from a CAD model. From the model we 
extract information, which has the greatest influence on the technological parameters o f treatment and then 
transform this information into appropriate input data for different intelligent processing strategy prediction 
systems (for example artificial neural network). With formally complex CAD models, different processing 
strategies are required on a single workpiece. For this reason we use segmentation as described in this paper, 
to partition the surface o f the CAD model into regions, so that we treat each region as an independent model 
and determine its features.
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0 INTRODUCTION

The rising complexity of the industrial 
production, the need for higher efficiency, better 
adaptability, higher quality and lower costs, has 
changed the production processes substantially in 
the last few years. Modern production science is 
interdisciplinary and often employs results of 
research from other fields of science such as: 
computer sciences, management, marketing and 
system theory [1] to [4], The use of artificial 
intelligence in production systems [5] to [10] has 
increased greatly in the last two decades because 
of the adequate efficiency and availability of 
computers for a broader circle of researchers and 
industrial users.

In the commercially available CAD/CAM 
systems, a problem of converting a complex free 
surface of the product into a formal building block 
and later into a technological building block still 
appears. Most of the systems for recognition and 
connection of building blocks are based on basic 
geometrical solids, which do not allow satisfying 
cataloguing of complex free surfaces and their 
subsequent transformation into building blocks. 
CAD databases, from which building blocks are 
captured and identified, also do not contain 
elem ents, w hich would enable satisfying 
recognition of the free surface as a conglomerate 
of building blocks. With artificial neural network 
we can efficiently predict milling strategy from 
CAD model [11] to [15].

1 STATE OF THE ART

The procedures of autom atic m illing 
strategy prediction from surface CAD model can 
generally be divided in two areas; feature extraction 
from a 3D model, and feature recognition and 
classification [16] to [20]. In this paper we will 
limit to describe feature extraction from CAD 
model.

We have to take into account that 3D objects 
can be stored in different formats, such as triangle 
meshes, volumetric data, parametric or implicit 
equations, etc. There are different approaches to 
acquiring features from a 3D model.

2D methods are based on the fact that the 
3D model is described with a series of 2D images 
acquired from different viewpoints. We retrieve 
useful data from these images with the help of 
methods used in digital image processing [21], 
Different authors use different approaches, namely: 
Löffler [22] describes a method, which is based on 
comparison of shapes from images. Min [23] 
introduces a 2D procedure for detection of 3D 
objects on the image.

The second group of m ethods for 
determining features of a 3D model is comprised 
of methods based on mathematical description of 
3D objects, the so-called histogram methods. Boyer 
and Srikantiah [24] present a procedure, which 
segments object in a network of cells and then 
calculates the so-called key value for each cell. 
Different values are used, such as: Gaussian
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curvature and variation of normals. Papers like [24] 
to [26] represent the use of differential equations 
for describ ing  3D objects, specifica lly  - an 
estimation of Gaussian and mean curvature for 
describing 3D models. Then there are Kazhdan and 
others, who describe an object with the help of 
reflexive symmetry [27] and [28] or spherical 
harmonic representation [29].

In the next group of methods for extracting 
features from a 3D model, are methods based on 
description of topology of an object. Generally, 
the result describing an object is presented in form 
of a graph. Exact comparison of two graphs can be 
com putationally very demanding. Hilaga [30] 
suggested a method, which uses the so-called Reeb 
graph. Topology of object is written in the graph, 
according to the geodetic distance calculated for 
all points on the surface of the body.

Novotni and Klein [31] present a method, 
which belongs to a group of methods based on 
measuring the errors between objects.

In general it is difficult to say which of the 
mentioned methods for determining features of a 
3D o b jec t is be tte r than o thers. Feature 
determination is a very important and interesting 
problem . We can conclude that each of the 
mentioned methods has its weaknesses and that an 
ideal method has still not been suggested yet.

2 FEATURE EXTRACTION

In classification procedure it is extremely 
important to describe the object with its essential 
characteristics, important for the given assignment.

Fig. 1. CAD model example composed from STL 
triangles

In the recognition process, we arrange patterns in 
M classes, which means that from the perspective 
o f  pa ttern  c la ssifica tio n , the im portan t 
characteristics of objects are only those, which 
emphasize the particularities of the individual 
pattern classes. We call such pattern characteristic 
feature. In our application triangle comers represent 
the pattem. In Figure 1, we can see a CAD model 
composed of triangles read from an STL file. STL 
file was stored in one of the commercial CAD 
packages (CATIA, SolidW orks etc.) Triangles 
describing face of the model are of different sizes 
(depending on the shape of the face).

Each triangle comer is a point, located on 
the surface of the m odel. Now we know the 
coordinates of the comers, and we also know that a 
between these points there lies a straight face 
(triangle) - we have described the whole surface of 
the body. To obtain useful and characteristic 
inform ation of the pattern, this data has to be 
appropriately processed. We also need to adequately 
rearrange these data in order to enter it into the 
neural network.

F igure 2 p resen ts the phases of data 
processing:

In phase one, we have to use the appropriate 
algorithm to remove faces, which are not visible. 
First we define the plane from which we will 
project the network of points to the body. The 
normal to this plane represents the direction of 
our view.
In the phase of segmentation, we partition the 
whole face representing the body into smaller 
sub-faces (surface patches) and then treat each 
of this sub-faces as an independent model.
In the plane according to which we defined the 
direction of our view, we create a mesh of 
symmetrically arranged points and project it to 
the model at the right angle.
In the last phase, we standardize the values 
obtained when projecting the network to the 
model, and write it in the form of a vector 
appropriate for input into our classifier.

2.1 Removing the Hidden Surfaces of a Body

The concealment of some parts of a body 
depends on the chosen viewpoint. If the body is 
shown with full faces, we use the hidden-surface 
removal algorithms. Although many hidden-surface 
removal algorithm s exist today [32], we can ’t



Fig. 2. Block scheme of data processing

determine which one is the best, since their results 
depend on the complexity of the scene.

In application we »shoot« symmetrically 
arranged points at the body. For the description of 
the model, we are interested only in the front 
surface therefore we use the appropriate algorithm 
to remove faces hidden to our view -  faces hidden 
by the body itself, the so-called back-faces. For 
this we need normal vectors of all faces of the body, 
and they all have to be directed outward form the 
body or into the interior of the body. Each of the 
faces is a plane polygon, in our case a triangle. On 
the face we choose three adjacent comers (in our 
case these are corners of the triangle): p .r  p. in 
p j+r We calculate normal face vector for each 
triangle with the following vector product:

n = ( P i . 1 - P i ) X ( P M -  P i ) =  [a b c]T 0 ) .

The equation of the plane in which the 
surface lies is defined with:

ax + by + cz + d  = 0  (2).

Coefficients a, b and c correspond to the 
components of normal vector n, coefficient d is 
ca lcu la ted  w ith the help o f the fo llow ing 
expression:

d  =  - (a x i +  by i +  cz, ) (3)>

where x  , v and z. are the coordinates of the comer 
p. (otherwise we can select any point on the face). 
In this way we calculate equations of planes for all 
m faces of the object. Plane defined by the equation
(2), divides the space into two half-spaces. Normal 
vector points to the half-space in which lies the 
point p=[x y z]'\ under the following conditions:

[a b c d] [x y  z 1]T>0  (4).

In the Equation (4), the positive elements 
in the product signify that the normal vectors of 
the corresponding planes are directed to the interior 
of the body, while negative elements signify that 
vectors are directed outwards from the body. 
Coefficients of planes, whose vectors are pointing 
outwards from the body, have to be multiplied by -1. 
In this way we achieve that all the normal face 
vectors are directed into the interior of the body.

Hidden-surface removal algorithm uses the 
fact that the angle between the normal of the visible 
face and the direction of view is smaller than 90°, 
while the angle between the normal of the hidden 
face and the direction of view is larger or equal to 
90°. In Figure 3, we indicate the direction of view 
by vector g. If the scalar product of the view 
direction vector and the normal of the face is 
positive, the face is visible, while in the opposite 
case it is not. In Figure 4 (left) we can see an

F

Fig. 3. Surface ”ABF is visible, because (pl<90° 
and surface "CDF is invisible, because <p2 >90°



Fig. 4. Representation o f hidden surface algorithm’s functioning

example of CAD Model drawn with the help of 
our application. In the Figure 4 (right) we can see 
the same model after it as been processed with the 
hidden-surface removal algorithm.

2.2 Segmentation of CAD Model

In this phase we have to partition the entire 
surface of the CAD model into smaller sub-faces 
[33]. In other words, we have to segment the 
triangles describing the surface of the workpiece 
into regions, which are suitable for independent 
planning of milling strategy.

We have implemented segmentation of the 
model according to the size of the angle between 
the normal of triangles representing the surface of 
the body. The normal of triangle defined by the 
three corners p i P p. and p.+1 is calculated by 
Equation (1). For each triangle (the triangle for 
which we are trying to find its neighbours, will from 
this point on be called basic triangle) we search 
for adjacent triangles, which share two common

comers with the chosen triangle. In this way each 
triangle can have one, two or a maximum of three 
neighbours (Fig. 5). Then we calculate the angle 
between the normal of the basic triangle and the 
normal of its neighbours. If the calculated angle is 
sm aller than the threshold value, we add this 
triangle into the region established by the basic 
triangle. If the angle is larger or equal to the 
threshold value, the triangle is not added to the 
region and is treated later when we determine the 
members of the next region. Each new triangle 
added to the region has to be treated later as basic 
triangle and examined w hether its neighbours 
satisfy the conditions for classification into this 
region. The algorithm is executed until each triangle 
belongs to a certain region. In Figure 7 (left) we 
can see an example of workpiece drawn with the 
help of our application. In the right section of the 
Figure 7, we can see a segmented CAD model in 
which the segmentation algorithm has divided the 
m odel into th ree reg ions. In the fo llow ing  
procedure we treat each of these regions, obtained

Fig. 5. Basic triangle and its neighbourhood



by the process of segmentation, as an independent 
CAD model and determine appropriate treatment 
strategy for each one separately.

2.3 “Scattering” Points Over the Model

Each region of the model is “scattered” with 
points in a certain mesh. In the x-y plane, we create 
a window the size of the largest possible drawn-in 
rectangle. In the window we determine points, 
which are symmetrically arranged. By increasing 
the number of points, we improve the reliability of 
our system but this also increases the number of 
data representing CAD model and causes more 
complex and slower processing. The number of 
points in directions x and y is a parameter which 
can be modified. In our testing we chose 200 points 
in direction x and 200 points in direction y.

X

Fig. 6. Schematic representation o f points in the 
plane x-y, which are projected to the body 

parallel to the z-axis

Figure 6 shows a schematic representation 
of points in the plane x-y, which are projected to 
the body parallel to the z-axis. From mathematical 
standpoint, this means that for each point P(x,y), 
defined by the raster of points in the plane x-y, we 
calculate the value of coordinate z, occupied in that 
position by the surface of the model. Since the 
triangles describing the face are of different sizes, 
while we are interested in values of component Z 
for fixed coordinates X  and Y, we have to perform 
interpolation between these points. We have used 
triangle-based interpolation presented in detail in 
[34].

Numbers of points and raster have to be 
identical for all the models in the learning base. 
Configuration of model in the direction Z has 
the greatest in fluence on the technological 
parameters; therefore we use only these data for 
input in the neural network. Values Z, which 
are calculated for each point P(x,y), are written 
in the form of vector SN={x*, x* ,...,xN*}. In 
the test example we have chosen mesh of 200 
points in direction x and 200 points in direction 
y, thus receiving a vector the size of 40,000 
elements.

C ertain extents o f sim ilarity  betw een 
patterns are highly dependant on the criteria in 
which we present the features. If we wish for all 
the features in the pattern to have the same 
contribution to the calculation of the extent of 
similarity, we have to standardize pattern features 
appropriately. The vector obtained in this way, 
whose elements are standardized values, represents 
the input into a system for intelligent prediction of 
processing strategy (SOM neural network, feed­
forward neural networks etc.).

Fig. 7. Representation of processing results for the test model



3 RESULTS

Feature extraction system has been tested on 
different CAD models, which have been modelled in 
SolidWorks package. Figure 7 presents processing 
results of one of the test models. In the first phase we 
can see that the faces not visible from the x-y plane 
were removed from the model (middle figure). The 
right figure shows the model after the segmentation. 
We can see that we have obtained two independent 
regions, each of which has to be treated as an 
independent CAD model and analyzed according to 
its features for the appropriate processing strategy.

As seen from the Figure 7 and results of 
other tests performed with models of different 
shapes, the suggested  p rocedure  o f featu re  
extraction are very efficient and appropriate for use 
in p red ic tio n  o f  m illing  strategy. M odel 
segmentation was performed in a manner whose 
efficiency largely depends on the appropriate 
selection of threshold value, which varies form 
model to model. Therefore it has to be stressed that 
we can ob ta in  good resu lts  only  w ith  the 
appropriate threshold value selection.

4 CONCLUSION

System testing has shown that with the help 
of the procedure presented in this paper, we can 
efficiently extract valuable information from a 
CAD model. Those informations are needed in 
determining strategy according to the shape of the 
workpiece. Such system would offer users a good 
supplem ent tool and help when working with 
modem CAM systems. Feature extraction program 
was im plem ented in the MATLAB integrated 
developm ent environm ent. System  has been 
implemented in such a way that its use is universal 
and allows processing of CAD models made in 
different commercial packages and stored in STL 
formats. The topics presented in this paper offers 
excellent foundation for additional research. In the 
fu ture we in tend to expand the system  with 
intelligent system, which will be capable to predict 
appropriate processing strategy based on extracted 
features.
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